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Modulkategorie

O Erweiterte theoretische Grundlagen

M Technisch-wissenschaftliche Vertiefung
O Kontextmodule
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Kurzbeschreibung /Absicht und Inhalt des Moduls in einigen Satzen erklaren
Dieses Modul stellt verschiedene Kategorien von fortschrittlichen Algorithmen und ihre typischen Anwendungsbereiche vor. Im

ersten Teil werden die Kenntnisse der dynamischen Datenstrukturen vertieft, die es erlauben, sehr grosse, komplexe oder
dynamische Datenmengen oder eine Kombination aus diesen drei Merkmalen effizient zu verwalten. Am Ende des Moduls sind
die Studierenden in der Lage, den besten Algorithmus auszuwéhlen und ihn auf Aufgaben wie die Indexierung, die Suche, die
Extraktion, das Einfligen oder die Aktualisierung umfangreicher Datenmengen anzuwenden, wie sie in geografischen
Informatiksystemen, in Hypertexten, in der kiinstlichen Intelligenz oder in der Simulation von Molekilen angetroffen werden.

Im zweiten Teil des Moduls werden grundlegende Techniken fir den Entwurf von Algorithmen zur Losung schwieriger
Optimierungsprobleme vorgestellt. Die Kombination dieser grundlegenden Techniken — Modellierung, Lésungsbausteine,
Lésungsverbesserungen, Problemgliederung — fiihren zu klassischen Metaheuristiken wie genetische Algorithmen, kinstlichen
Ameisenkolonien oder Tabusuche. Am Ende des Moduls werden die Studierenden in der Lage sein, diese Techniken zur

Lésung schwieriger Optimierungsprobleme zu entwerfen und anzuwenden.

Ziele, Inhalt und Methoden

Lernziele, zu erwerbende Kompetenzen
Dieses Modul liefert einen Gesamtiiberblick tiber die verschiedenen, in der Praxis oft angewendeten Klassen von Algorithmen.

Auf der Basis solider Kenntnisse sind die Studierenden in der Lage, die effizientesten Algorithmen zu verstehen und

einzusetzen und die geeignetsten fir ihre eigenen Anwendungen auszuwahlen. Die Studierenden:

e kennen die verschiedenen Kategorien von fortgeschrittenen Algorithmen und ihre Anwendungsbereiche;

o verfligen Uber gute Kenntnisse in fortgeschrittenen Datenstrukturen und deren Verwendung fir eine effiziente Verwaltung
umfangreicher, komplexer und/oder dynamischer Daten;

e sind in der Lage abschéatzen zu kénnen, welche Algorithmen sich fir die Losung bestimmter Aufgaben wie die Indexierung, die
Suche, die Extraktion, das Einfiigen oder die Aktualisierung umfangreicher Datenmengen eignen;

e kennen die dynamischen Algorithmen, die in der Robotik, in der kunstlichen Intelligenz oder in den Molekularwissenschaften
benutzt werden.
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Modulinhalt mit Gewichtung der Lehrinhalte
« Computational Geometry und multidimensionale Datenstrukturen. Gewichtung 50 %.

. Geometrische Algorithmen
. Computational Geometry
. Multidimensionale Datenstrukturen und zugehdrige Algorithmen
o Metaheuristische Algorithmen. Gewichtung 50 %.
. konstruktive Methoden
. lokale Suche
. Lerntechniken
. klassische Metaheuristik: GRASP, kiinstliche Ameisenkolonien, Tabusuche, Simulated Annealing, Noising-Methoden,

genetische Algorithmen, Partikelschwarme usw.

Thema

Teil I: Computational Geometry

Anknipfen an Vorwissen:

e  Asymptotische Notation

. Komplexitéat von rekursiven Algorithmen

e  Basis-Datenstrukturen (Tabelle, Liste, Stack, Warteschlange, Binarbaum, Heap, Hash-Tabelle)

Anknipfen an Vorwissen:

e  Basisalgorithmen (Sortieren, Indexieren und eindimensionale Suche)

. Graphen und Netzwerke

e Lineare Algebra

. Einfiihrendes Problem: Sichtbarkeit (Sichtbarkeitskarte, Polygone, Boolesche Operationen,
Segmentschnittpunkt, numerische Probleme)

. Elementare und primitive Objekte (Punkte, Segmente, Polygone, Skalar- und Vektorprodukte,
Schnittpunkt, vorhandene Bibliotheken)

e  Plane-Sweep-Verfahren (Problem der beiden am néchsten liegenden Punkte, Erkennung von
Segmentschnittpunkten)

e Konvexe Hiille (ein vollstandiger Algorithmus fiir Punkte in der Ebene; Uberblick (iber andere
Paradigmen von Algorithmen und Anwendungen)

. Range-Trees fur die orthogonale Suche (Beispiel einer Struktur mit mehreren Ebenen)

. Quadtrees

. Intervallbaum fir horizontale Liniensegmente

. Doppelt verkettete Kantenliste (DCEL) und Anwendung auf das Problem der Uberlagerung von Karten

e  Dualitat Punkt-Gerade und Anordnung der Geraden

e Triangulation von Polygonen (Uberblick tiber und Algorithmen fiir monotone Polygone)

e Definition von Voronoi-Diagramm, Delaunay-Triangulation und Anwendungen

Teil Il: Metaheuristik

Einfihrung und Anknipfen an Vorwissen:

. Grundlegende Probleme und Algorithmen fir Graphen und Netze

e  Optimale Baume, Wege und Stréme, lineare Zuordnung

. Problemmodellierung und kombinatorische Optimierung

e  Schwierige Probleme: Travelling Salesman, Steiner-Baum, quadratische Zuordnung, Graphenfarbung,
Ablaufplanung

Konstruktive Methoden

e  Wahlloses Bauen

e  Gieriges Bauen

e Bundelsuche, Pilotmethode

Lokale Suche

e  Nachbarschaftsstruktur

e  Nachbarschaftsbegrenzung

. Nachbarschaftsausweitung, Spektrumssuche, Vertreibungsketten

Randomisierte Methoden

Schwellenwertannahme, Sintflut- und Damonalgorithmen

Simulated Annealing

Noising-Methoden

GRASP

Variable Nachbarschaftssuche

Zerlegungsmethoden

. POPMUSIC

Lernmethoden flr Losungsbausteine

. Kunstliche Ameisenkolonien

e Worterbuchaufbau

Lernmethoden fiir die Lésungsverbesserung

e  Tabusuche
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Methoden mit einer Losungspopulation

. Genetische Algorithmen

e  Streuungssuche

. GRASP mit Neuverbindung der Wege
e Schwarmpartikel

Das Modul wird in zwei unterschiedliche Themenbereiche (Computational Geometry und Metaheuristik) unterteilt und durch den

gleichen Dozenten unterrichtet.

Lehr- und Lernmethoden
¢ Vorlesungen

¢ Prasentation und Diskussion von Fallstudien
« Ubungen zur Theorie und

Programmieraufgaben fir zuhause

Voraussetzungen, Vorkenntnisse, Eingangskompetenzen
Die Studierenden verfligen Uber Grundkenntnisse in

o Geometrie, linearer Algebra, Algorithmen (Sortieren, Suchen, Hashing) und Datenstrukturen (lineare Strukturen,
Baumstrukturen);

o der Graphentheorie (Datenstrukturen und Algorithmen);

o der Komplexitat von Algorithmen, Logik, Wahrscheinlichkeitstheorie.

Diese Themen werden im Allgemeinen in Einfihrungsbiichern zu Algorithmen behandelt. Die Kapitel 1-12, 15-17, 22-26, 28-29,

34-35 von [Cormen 09] vermitteln zum Beispiel die vorausgesetzten Kenntnisse sehr gut.
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Leistungsbewertung

Zulassungsbedingungen fir die Modulschlussprifung (Testatbedingungen)

Schriftliche Modulschlussprufung
Prufungsdauer : 120 Minuten

Erlaubte Hilfsmittel: Biicher, Folienkopien (ohne Lésungen zu den Ubungen)



